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ABSTRACT

This paper introduces a novel framework for open-set speaker
identification in household environments, playing a cru-
cial role in facilitating seamless human-computer interac-
tions. Addressing the limitations of current speaker mod-
els and classification approaches, our work integrates an
pretrained WavLM frontend with a few-shot rapid tuning
neural network (NN) backend for enrollment, employing
task-optimized Speaker Reciprocal Points Learning (SRPL)
to enhance discrimination across multiple target speakers.
Furthermore, we propose an enhanced version of SRPL
(SRPL+), which incorporates negative sample learning with
both speech-synthesized and real negative samples to sig-
nificantly improve open-set SID accuracy. Our approach
is thoroughly evaluated across various multi-language text-
dependent speaker recognition datasets, demonstrating its
effectiveness in achieving high usability for complex house-
hold multi-speaker recognition scenarios. The proposed sys-
tem enhanced open-set performance by up to 27% over the
directly use of efficient WavLM base+ model. For detailed
information on open-sourced implementation in our project
website!.

Index Terms— Speaker identification, speaker recogni-
tion, open-set learning, few-shot learning, speech synthesis

1. INTRODUCTION

In household environments, the use of Al agents to accurately
identify speakers through speech, a method not limited by
posture or obstacles, is increasing. This is crucial for en-
abling seamless interaction between humans and computers,
including interactions with large language model (LLM).
Speaker identification, a subtask of speaker recognition, em-
ploys learning approaches to precisely recognize in-house
speakers by effectively utilizing the voice print characteris-
tics of target speakers[1].

Recent advancements in speaker recognition have fea-
tured the development of advanced speaker models, such
as TDNN-based [2], ResNet-based [3], and state-of-the-art
self-supervised learning models like WavLM [4, 3] and other
audio pretrained front-end models (LMs) [5]. Despite their
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general applicability in representing speakers, these models
primarily focus on binary classification [6], leaving room for
improvement in speaker identification (SID) algorithms for
high usability in complex household multi-speaker scenarios
[7].

In SID, it is assumed that test utterances originate from a
set of pre-enrolled speakers, employing strategies like multi-
class classification loss [8, 9], prototype learning loss for few-
shot learning [10, 11], or graph-based learning method [12].
However, these approaches predominantly target closed-set
classification, which may not adequately serve real-world ap-
plications facing the challenge of open-set speaker identifi-
cation, where the goal is to optimize detection of target-set
speakers with contrastive accuracy and robustness to outliers.

Recent advancements in open-set SID have explored
using multiple Probabilistic Linear Discriminant Analysis
(PLDA) modules for outlier detection [13] and prototype-
based loss [14] for improved identification. However, these
methods, not inherently designed for open-set recognition,
often fail to achieve optimal performance or lack the stream-
lined characteristic of neural network (NN)-based approaches
[14].

In response to the increasing interest in open-set learning
capabilities across various fields of pattern recognition [10],
we propose a novel framework that integrates an effcient pre-
trained audio front-end model (WavLM base+) with a few-
shot rapid tuning NN backend for enrollment. This approach
employs task-optimized Speaker Reciprocal Points Learning
(SRPL) to improve open-set discrimination across multiple
target speakers. Furthermore, we introduce an enhanced ver-
sion of SRPL (SRPL+), incorporating negative sample learn-
ing with both speech-synthesized and real negative samples to
significantly improve the accuracy of open-set SID. Our main
contributions include:

* Introduction of SRPL for open-set speaker identifica-
tion, facilitating rapid tuning enrollment on pretrained
audio front-end model (WavLM base+).

* Incorporation of negative sample learning with SRPL+,
utilizing speech-synthesized and real negative samples
for enhanced identification accuracy.

» Comprehensive evaluations on various multi-language



text-dependent datasets, both qualitatively and quanti-
tatively.

2. SPEAKER RECIPROCAL POINTS LEARNING
FOR OPEN-SET SPEAKER IDENTIFICATION

To enhance speaker distinction in specific domains, we pro-
pose the use of lightweight neural adaptation models. These
models refine speaker embeddings for improved alignment
with target scenarios. Figure 1 illustrates our approach,
which combines a WavLM frontend [4] and a TDNN model
pretrained on speaker recognition tasks. The process gener-
ates an initial embedding Emby g, which the Lightweight
Adapter transforms into a domain and speaker-specific em-
bedding Embg:

Embg = Adapter(TDN N (Embyn)) (1)

This efficient adaptation serves as the enrollment phase in
speaker recognition.

2.1. Rapid Downstream Tuning Approach with Speaker
Reciprocal Points Learning (SRPL)

Our approach to open-set SID leverages advanced learning
strategies, emphasizing few-shot learning for rapid tuning to
enhance speaker recognition with limited data. Moving be-
yond traditional prototype learning loss methods [11, 14] and
drawing inspiration from reciprocal points learning theory
[10], we adapt reciprocal points learning for speaker recog-
nition, termed Speaker Reciprocal Points Learning (SRPL).
SRPL effectively distinguishes both known and unknown
speakers, ensuring an optimal distribution of known speaker
embeddings and establishing a dedicated area for charac-
terizing unknown speakers, as shown in Figure 2. Based
on generalized pretrained WavLM base+ models, SRPL en-
hances the system’s robustness for open-set recognition.

As illustrate in Figure 3, SRPL aims to maximize the dis-
tance between learnable embeddings and Reciprocal Points
(RPs), with task-specific optimizations tailored for speaker
recognition. Since the audio front-end model utilizes angle-
based optimization, diverging from the original approach, we
calculate the distance between RPs and speaker embeddings
using the inner product, with the goal of maximizing this dis-
tance. Consequently, the probability of identifying the tar-
get speaker is evaluated based on the distance between the
adapted speaker embeddings and RPs.

e—EmbS~RPk
p(k|Embsg) = -Iil o Emb, RP'’ 2
Ls(Embs,y = k; 0) = —log p(k|Embs), 3)

where RP” are the RPs for the corresponding known speak-
ers k, where k is the speaker class.
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Fig. 1. Illustration of open-set speaker identification architec-
ture: customization via audio large model (LM) with SRPL-
based backend rapid tuning.

The core of SRPL focuses on optimizing the speaker man-
ifold by confining or reserving a general unknown pool U
within a predefined radius R, by referencing to RPs. The
method aims to ensure that the maximum distance from the
unknown sample set U to all reciprocal points in RP-set R,
does not exceed .

max(Dist(U,R)) < R. 4

Omitting detailed deductions and proofs as outlined in re-
ciprocal points learning theory [10], we can safely formulate
the well-established and feasible equivalent training loss as a
marginal-based loss.

D.(Embg, RP*) =| Emb, — RP" |3,

L,(Embsg; 0,y = k) = max(D.(Embg, RP*) — R, 0),

®)
where we utilize Euclidean distance D, (-, -) to constrain the
magnitude of unknowns. This optimization does not rely on
prior knowledge of unknown negative data. Interestingly, the
goal can be achieved by optimizing known speaker embed-
dings in relation to their reciprocal points. The reciprocal
points loss therefore represent by L.

To enhance learning process further, we further introduce
center-focused learning to improve the alignment of target
speaker data with its clustering center points CP*, a well-
established method for enhancing training stability [1]:
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Fig. 2. Conceptual illustration of the embedding space for
various open-set training losses. Figure is adapted from [10].
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Fig. 3. SRPL and its enhanced SRPL+ with integration of
negative samples.

¢Embs-CP*
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>

i=1

(6)
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This is achieved by calculating the center (mean) points
of each speaker’s embeddings. The center focusing loss is
represent by L.. Putting them together, the SRPL learning
algorithm and SRPL loss Lsgrpy, is performed as:

Lsppr(Embsg,y;0) = L(-) + AL (1) + AcLe(). (D)

Detailed implementation code of this method can be found on
the project website!.

2.2. SRPL Enhancement with Negative Samples (SRPL+)

2.2.1. Zero-shot Speech Synthesis Process for Negative Sam-
ples Synthesis

For typical household few-shot SID tasks, acquiring a pool of
unknowns U is often not feasible, leading to SRPL optimiza-
tion primarily with known samples. While this approach is
effective, SRPL inherently can support enhancement through
the integration of negative samples that represent unknowns,
further improving its performance. As suggested by [10], em-
ploying a GAN for negative sample generation is a recog-
nized method. However, our evaluation finds such approach is
resource-intensive and unstable. To streamline the process for
speaker identification, we propose a zero-shot text-to-speech
(ZS-TTS) synthesis module to generate multi-speaker iden-
tity speech samples, as illustrate in Figure 1.

Negative samples are generated using randomly selected
reference speakers from the LibriTTS dataset [15], ensuring
their voiceprints are distinct from those used in evaluations,
thus forming U,,,. Synthesis speed controls are applied
to enrich the diversity of negative examples. The synthesis
content are the target keywords in the text-dependent evalu-
ation. This approach enhances the SRPL framework, termed
SRPL+. We utilize the VITS baed ZS-TTS system TSCM-
VITS [16], a zero-shot TTS model trained on the LibriTTS
corpus, facilitating efficient and diverse negative sample cre-
ation.

2.2.2. Learning Enhancement with Negative Audio Instance

For SRPL+, we refine our approach to utilize audio-level neg-
ative samples within the SRPL learning framework, as illus-
trated in Figure 3. This integration comprises two main pro-
cesses. First, it employs negative samples to enhance perfor-
mance by generating synthetic speakers, increasing the num-
ber of synthesized reciprocal points (SynRPs) and as a supple-
ment to calculate more center points for synthesized speak-
ers (SynCPs). This is proved to effectively improved the ro-
bustness of the learning. Next, negative data primarily sup-
ports the adversarial learning process, using synthetic text-
dependent vast speaker negative samples sy, € Ugypn to
maximize their distance from all RPs, effectively targeting
maximum entropy H(-). This strategy realizes the SRPL+
optimization goal, enhancing the model’s ability to distin-
guish between known and unknown speakers, and the en-
hanced SRPL loss Lsrpr+ defined as:

CSRPL-‘- (Emb57 Y, Usyn; 9) = ES’RPL(')_)\nsH(usyn7 %)
(3)

3. EXPERIMENTS SETTINGS

This section details our experimental setup, datasets, metrics,
and procedures, offering an overview necessary for replica-
tion. Full details are on our project website'.

3.1. Datasets

* Qualcomm Speech Dataset: This dataset contains
speech utterances of four English keywords by 50
speakers, designed for evaluating our few-shot open-
set SID adaptation/enrollment approach in a house-
hold multi-class classification scenario [17]. We apply
5-fold cross-validation, calculating the mean perfor-
mance across datasets. For each split, a selection of
10 speakers is reserved for testing targets, and 15 for
testing outliers, with the remainder preserved (which is
used as real negative samples for SRPL+ testing). No
overlap between outlier testing data and any training-
stage speaker data is ensured. Therefore all speakers



are iteratively tested as target or outlier in the evalua-
tion stage.

* FFSVC HiMia: Featuring utterances of the Chinese
wake-up command "Hi Mia’ by over 80 speakers [18],
this dataset’s dev-set captures a range of distances and
microphone-array recordings. We focus on the near-
field portion of the FFSVC dev-set for our experiments.
Similar to the Qualcomm setup, 10 speakers are re-
served for target testing, and 15 for testing outliers, em-
ploying 5-fold cross-validation. The other experimen-
tal setup is the same as that used with the Qualcomm
Speech Dataset.

3.2. Metrics

For evaluating our open-set SID tasks, we focus on multi-
target classification metrics common to the pattern recogni-
tion and speech processing domain. Area Under the Receiver
Operating Characteristic Curve (AUROC or AUC) is used as
a threshold-independent metric for SID [19]. It measures the
probability that a model correctly ranks a randomly chosen
target example higher than a randomly chosen negative exam-
ple by plotting the true positive rate against the false positive
rate.

Nonetheless, AUC may not fully capture the unique chal-
lenges of open-set recognition, which requires effectively re-
jecting outliers while ensuring target speakers are accurately
identified. To address this, we employ the Open Set Classifi-
cation Rate (OSCR) [10], a more robust metric that simulates
open-set recognition dynamics:

CCR(TH) _ |{,r€TestDa,tak’|arg|¥:;(tkDiil(cz|l;‘T,‘):kﬂP(k\r)ZTH}|
9)

FPR(TH) =

|Unknown|

(10)
where T'H is a threshold. OSCR calculates the area under
the curve mapping the Correct Classification Rate (CCR) for
known classes to the False Positive Rate (FPR) for unknown
data, offering a threshold-independent evaluation for open-
set.

3.3. Training and Inference Details

For our open-set SID system, we employ rapid fine-tuning
with SRPL or SRPL+ in few-shot settings. During the enroll-
ment phase, each target speaker contributing 20 enrolled ut-
terances alongside 20 synthesized utterances for model rapid
tuning. For SRPL+, we incorporate 1000+ negative samples
from unknown speakers, synthesized via ZS-TTS (SynNeg)
or sourced from the unused dataset portions (RealNeg). The
system adapts using a 3-layer MLP, linearly transforming to
K-way speaker outputs, and applies the SRPL/SRPL+ loss.

_ Hz | z € Unknown Nmaxy P(k|z) > TH}|

Fine-tuning the adapter employs an SGD optimizer for 100
epochs, a process completed in mere seconds. Rather than
using cosine similarity, we evaluate test speaker embeddings
against reciprocal points using the calculated logits from
Equation (2). All reciprocal points (RPs) and center points
(CPs) are learnable and hyperparameter As are all set equally
to 1, without careful search to achieve effectiveness.

4. RESULTS

4.1. Comparative Evaluation of SRPL with Baselines

Table 1 shows our SRPL system’s performance relative to
various baseline methods. A basic comparison point is the
WavLM TDNN system, which applies cosine similarity for
speaker identification, using mean embeddings of enrollment
audios and cosine scores for probability output across differ-
ent channels. This approach reduces SID to a binary classifi-
cation problem without optimizing for multi-class scenarios.
It does not reasonably detects close-set scenarios, particularly
with up to 10 speakers in the FFSVC evaluation, and struggles
with outliers, showing its vulnerability in open-set contexts.

More advanced methodologies, such as Softmax fine-
tuning [9], prototype learning [11], and OpenFEAT learning
[14]—which builds on prototype learning by incorporating
negative samples—are specifically designed for rapid tuning
and enrollment in speaker identification. Our SRPL system
surpasses these methods, including the WavLM-TDNN base-
line, in both Prototype and OpenFEAT approaches. Its supe-
riority is evident not just in close-set evaluations, where many
methods excel in targeting speaker accuracy, but crucially in
open-set metrics, underscoring SRPL’s robust performance in
5-way and 10-way classification tasks.

With the introduction of negative samples, SRPL+ sig-
nificantly outperforms baseline methods in OSCR scores,
highlighting its advancement. This enhancement is also ob-
served with synthetic negative samples (SRPL+(SynNeg)),
which demonstrates excellent results. Moreover, in close-set
metrics, SRPL+ maintains strong performance, showcasing
its comprehensive effectiveness in open-set speaker identifi-
cation.

4.2. Supplementary Analyses for SRPL for Open-set SID

Figure 4 showcases a t-SNE visualization of speaker embed-
dings, revealing that, for the WavLM-TDNN baseline, em-
beddings are not distinctively separated from unknowns, in-
dicating a lack of discriminability. In contrast, SRPL’s rapid
tuning markedly enhances the discrimination of speaker em-
beddings, effectively clustering unknowns into specific re-
gions and improving the grouping of known target speakers.
The softmax optimization, focusing on the angle of distribu-
tion, performs suboptimally compared to SRPL. While the
OpenFEAT method, an advancement on prototype learning,



Table 1. Experimental results of open-set SID tasks.

Open-set Eval

Close-set Eval Open-set Eval Close-set Eval

Method
AUC(%)T OSCR(%)1 ACC(%)T AUC(%)T OSCR(%)1 ACC(%)T

Qualcomm Speech [17] S5Way 10Way
‘WavLM-TDNN CosineDirect [4] 84.09 83.61 99.54 83.81 81.49 96.06
SoftmaxTune [9] 71.33 70.95 99.07 66.46 66.91 98.91
ProtoTypeTune [11] 71.54 71.39 99.54 88.87 88.45 98.91
OpenFEAT [14] 73.23 72.88 99.07 88.05 87.35 98.24
SRPL (Ours) 84.12 84.95 99.53 89.53 89.16 98.47
SRPL+(SynNeg) 92.51 92.48 99.90 92.06 91.25 98.69
SRPL+(RealNeg) 95.73 94.25 99.21 95.40 94.26 98.81

FFSVC HiMia [18] SWay 10Way
‘WavLM-TDNN CosineDirect [4] 85.07 80.27 93.50 78.61 67.24 84.25
SoftmaxTune [9] 75.87 75.86 99.80 88.66 87.60 97.25
ProtoTypeTune [11] 75.77 74.67 97.50 88.87 86.90 95.25
OpenFEAT [14] 80.10 78.98 97.00 85.63 82.83 94.75
SRPL(Ours) 89.12 88.91 99.00 91.28 90.27 98.50
SRPL+(SynNeg) 95.711 94.97 99.00 95.48 94.83 99.00
SRPL+(RealNeg) 93.04 91.93 98.00 94.32 92.71 97.80

shows improved class cohesion when learning with negatives,
it falls short in separating negative instances.

Table 2 evaluates the efficacy of SRPL’s components.
Utilizing an angular-aware distance metric, concentrating on
center points, and incorporating negative samples for both
synthesized centers and adversarial learning significantly
bolster SRPL’s overall performance in speaker recognition.
The backend tuning process is efficient, requiring only 200
seconds to safely converge on GPU. The use of 1000+ nega-
tive data for optimal performance adds only an additional 80
seconds, highlighting its practical feasibility.

Table 2. Ablation Studies and Training Cost Analysis.

Method Open-set (10-Way) Tuning Cost
AUC(%)r OSCR(%)T (GPU)
SRPL+ 95.40 94.26 2808
w/o SynCenters 93.31 92.83
SRPL 89.53 89.16
w/o CenterFocus 88.05 88.30 200s
w/o SpkTaskOptimize 87.50 86.01

5. CONCLUSIONS

The challenges of current speaker recognition systems for
open-set speaker identification are evident. This study intro-
duces Speaker Reciprocal Points Learning (SRPL), a novel
algorithm specifically optimized for open-set SID, leverag-
ing the state-of-the-art pretrained front-end model combined
with a few-shot rapid tuning neural network backend for
enrollment. This approach models unknown speakers using
known speaker samples. It is further enhanced by SRPL+,

OpenFEAT(ProtoTypeTune+)

SRPL+(Ours)

Fig. 4. t-SNE visualization of speaker embeddings for targets
and outliers in testing datasets for SRPL+ and baseline sys-
tems.

effectively trained with negative samples, including zero-shot
TTS-synthesized samples or real samples collected. Our
method demonstrates a significant performance improve-
ment over existing techniques, notably enhancing usability
in household environments. Moving forward, we aim to re-
fine our methodology to more datasets and researching more
fine-tuning methods to improve its performance, and incorpo-
rating multimodal audio-visual approaches or other methods
to enhance system robustness.
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